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Abstract  
This project examined thermal transport and phonon transport in three types of nanoparticle-matrix 

composites: (i) semiconductor nanoparticles randomly distributed within a semiconductor matrix, (ii) 
semiconductor nanoparticles embedded in molecular matrices of varying composition, and (iii) 
nanoparticles periodically-arranged inside of a molecular matrix. This project specifically focused on 
colloidal nanocrystals (NCs), which are a type of nanoparticle that consists of an inorganic crystalline 
core with ligands bound to the surface. Solution-phase syntheses enable the precision control of size, 
shape, and composition of these colloidal NCs. 

Nanoparticle-in-matrix composites are a common motif among many nanoscience applications and are 
of particular interest to the thermal sciences community. To explore this morphological theme, we created 
crystalline inorganic composites with nanoparticle volume fractions ranging from 0 to ~100%. We 
synthesized these composites by mixing colloidal CdSe NCs and In2Se3 metal chalcogenide complex 
(MCC) precursor in the solution-phase, and then thermally transforming the MCC precursor into a 
crystalline In2Se3 matrix. We found rich structural and chemical interactions between the CdSe NCs and 
the In2Se3 matrix, including alterations in In2Se3 grain size and orientation as well as the formation of a 
ternary phase, CdIn2Se4. With the exception of the ~100% CdSe samples, the thermal conductivities of 
these nanocomposites are insensitive to CdSe volume fraction and are ~0.3 W/m-K in all cases. We 
attribute this insensitivity to competing effects that arise from structural morphology changes during 
composite formation. These thermal conductivities are remarkably low for inorganic crystalline materials 
and are comparable to amorphous polymers. 

We also systematically studied the effect of surface chemistry on thermal transport in NC solids. Using 
PbS NCs as a model system, we varied ligand binding group (thiol, amine, and atomic halides), ligand 
length (ethanedithiol, butanedithiol, hexanedithiol, and octanedithiol), and NC diameter (3.3-8.2 nm). Our 
experiments revealed several findings: (i) The ligand choice can vary the NC solid thermal conductivity 
by up to a factor of 2.5. (ii) The ligand binding strength to the NC core does not significantly impact 
thermal conductivity. (iii) Reducing the ligand length can decrease the interparticle distance, which 
increases thermal conductivity. (iv) Increasing the NC diameter increases thermal conductivity. (v) The 
effect of surface chemistry can exceed the effect of NC diameter and becomes more pronounced as NC 
diameter decreases. By combining these trends, we demonstrated that the thermal conductivity of NC 
solids can be varied by an overall factor of 4, from ~ 0.1-0.4 W/m-K. We complemented these findings 
with effective medium approximation modeling and identified thermal transport in the ligand matrix as 
the rate-limiter for thermal transport. Overall, we concluded that future efforts to increase thermal 
conductivity in NC solids should focus on the ligand-ligand interface between neighboring NCs.  

Colloidal NCs can self-assemble into periodic arrays known as superlattices due to van der Waals 
interactions between their ligands. This periodic structure makes superlattices promising for phononic 
crystal applications. To explore this potential, we used plane wave expansion methods to model the 
phonon band structure. We found that the nanoscale periodicity of these superlattices yields phononic 
band gaps with very high center frequencies on the order of 102 GHz. We also found that the large 
acoustic contrast between the hard NC cores and the soft ligand matrix lead to very large phononic band 
gap widths on the order of 101 GHz. We systematically varied NC core diameter, d, NC core elastic 
modulus, ENC Core, interparticle distance (i.e. ligand length), L, and ligand elastic modulus, Eligand, and 
reported on the corresponding effects on the phonon band structure. Our modeling shows that the band 
gap center frequency increases as d and L are decreased, or as ENC Core and Eligand are increased. The band 
gap width behaves non-monotonically with d, L, ENC Core, and Eligand, and intercoupling of these variables 
can eliminate the band gap. Lastly, we observe multiple phononic band gaps in many superlattices and 
find a correlation between an increase in the number of band gaps and increases in d and ENC Core. We find 
that increases in the property mismatch between phononic crystal components (i.e. d/L and ENC Core / 
Eligand) flattens the phonon branches and are a key driver in increasing the number of phononic band gaps. 
Our predicted phononic band gap center frequencies and widths far exceed those in current experimental 
demonstrations of 3-dimensional phononic crystals. This suggests that colloidal NC superlattices are 
promising candidates for use in high frequency phononic crystal applications.  
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1.0. Solution-Phase Synthesis and Thermal Conductivity of Nanostructured 
CdSe, In2Se3, and Composites Thereof 

 
1.1. Introduction 

Nanoparticle composites are a morphological theme spanning applications in thermoelectrics,1-

7 thermal storage,8, 9 optoelectronics,10, 11 memory,12, 13 and smart windows.14, 15 Solution phase 
processes are a promising fabrication route to such composites because they utilize mild 
temperatures, moderate pressures, and inexpensive equipment, which generally lead to cost 
reductions. In addition, solution-phase processes provide a modular route wherein pre-synthesized 
colloidal nanostructures and matrices can be mixed in the solution-phase and then converted into 
a solid-phase nanocomposite. This approach has been commonly used to embed colloidal 
nanocrystals into polymers,9, 16, 17 oxides,18-20 semiconductors,21, 22 and metals.8 Embedding 
colloidal nanocrystals into polymer matrices is generally straightforward because both of these 
materials are commonly soluble in a variety of solvents. On the other hand, inorganic matrices 
such as oxides, semiconductors, and metals are generally insoluble. This hurdle can be 
circumvented by identifying a soluble matrix precursor that can be mixed with colloidal 
nanocrystals and then converted into a solid inorganic matrix afterwards.  

Metal-chalcogenide complexes (MCCs) have been demonstrated to be soluble precursors for a 
broad range of metal-chalcogenide materials such as tin, indium, antimony, germanium, gallium, 
mercury, copper, and zinc chalcogenides.21, 23-26 These MCCs can also be used to replace the 
conventional organic ligands that passivate the surface of colloidal nanocrystals.21, 22 MCCs used 
in this manner fall under the growing class of inorganic ligands for colloidal nanocrystals.27 This 
class includes MCCs,21 metal-free chalcogenides,28 polyoxometallates,20 halide, pseudohalide and 
halometallates.29 The use of these inorganic ligands as led to greatly improved charge transport 
mobilities in colloidal nanocrystal materials on the order of 101 cm2/V-s.29-34 Promisingly, very 
recent work using CdSe nanocrystals functionalized with cadmium chalcogenidometallates has 
led to record mobility values on the order of 102 cm2/V-s and are within a factor of ~2 relative to 
single-crystal mobilities.35 This running theme of inorganic ligands has led to works on colloidal 
nanocrystal routes to transistors and integrated circuits,33, 36 photovoltaics,37 smart windows,14 and 
thermoelectrics.31, 38-42  

One attractive trait of colloidal nanocrystals with MCC ligands is that by annealing them, the 
MCC ligands can be transformed into an ultrathin metal-chalcogenide layer between the 
nanocrystals,21, 22, 34, 42, 43 thereby creating nanocomposites with an ~100% nanoparticle volume 
fraction. In addition, the large variety of colloidal nanocrystal and MCC choices enables excellent 
control over nanocomposite parameters such as nanoparticle size and composition as well as 
matrix composition.  

Inspired by this approach to nanocomposite fabrication, we explore the use of this chemistry to 
control an additional and important nanocomposite variable, that of nanoparticle volume fraction. 
By varying the colloidal nanocrystal – MCC precursor ratio in solution prior to nanocomposite 
formation, we create composites with nanoparticle volume fractions ranging from 0 to ~100%. 
Although such control over nanoparticle volume fraction has been previously demonstrated, few 
characterization details were reported.21 In this work, we combine CdSe nanocrystals with varying 
amounts of In2Se3 MCC precursor and then characterize the resulting composites with x-ray 
diffraction (XRD), transmission electron microscopy (TEM), scanning electron microscopy 
(SEM), Rutherford backscattering spectroscopy (RBS), particle-induced x-ray emission (PIXE), 
and energy dispersive x-ray spectroscopy (EDX). This work complements earlier works on CdSe 
nanocrystals with In2Se3 MCCs that focused on very high nanocrystal volume fractions, but did 
not otherwise explore the dimension of nanoparticle volume fraction.34, 44  

The structural motif of nanoparticles embedded in a crystalline matrix is a common theme in 
the thermal science community.1-5, 7, 45, 46 In particular, it is well known that matrix-embedded 
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nanoparticles promote broadband scattering of phonons, which correspondingly leads to low 
thermal conductivities. This is particularly important for thermoelectric applications wherein 
reduced thermal conductivities lead to large improvements in energy conversion efficiency.1-5, 7 
This paper’s solution-phase synthesis approach contrasts with many of the recent materials 
processes used to create nanostructured thermoelectrics such as molecular beam epitaxy,5 ball-
milling/hot-pressing,47, 48 melt-processing,7 and melt-processing/power-processing/spark-plasma-
sintering.1 In particular, the use of colloidal nanocrystals enables precise size control over the 
nanoparticle inclusions that is not possible by these other processing approaches. Furthermore, 
recent computational work suggests that the best nanoparticle size distribution for minimum 
thermal conductivity is neither a narrowly monodisperse or broadly polydisperse diameter 
distribution.49 Instead the optimal size distribution consists of a mixture of several different 
monodisperse diameters.49 Composites such as this could be achieved by mixing together 
colloidal nanocrystals of different diameters. It should also be noted that a recent cost-analysis on 
thermoelectric materials and manufacturing suggests that solution-phase processing could lead to 
significant cost improvements relative to typical thermoelectric materials processing. 50   

Due to the importance of this nanoparticle-in-matrix structural motif to the thermal science 
community, we measured the thermal conductivity of our nanoparticle-in-matrix composites as a 
function of nanoparticle volume fraction. We find that the thermal conductivity of the CdSe – 
In2Se3 composites is very low over the entire nanoparticle volume fraction range. The average 
thermal conductivity of the ~100% CdSe composites is 0.53 W/m-K, which is 17 times lower than 
bulk single crystal CdSe.51, 52 The average thermal conductivity of the 100% In2Se3 composites is 
0.32 W/m-K, which is 3 times lower than other literature results on polycrystalline In2Se3.53 With 
the exception of the ~100% CdSe sample, the thermal conductivities of these nanocomposites are 
insensitive to CdSe volume fraction. We believe this insensitivity is due to competing effects that 
both increase and decrease the composite’s thermal conductivity. Many of these competing effects 
arise from changes in structural morphology as the composites are formed (i.e. ternary phase 
formation, grain orientation and size changes) and will be discussed below. 
 
1.2. Experimental Section  
1.2.1. Nanocomposite Synthesis  

The nanocomposites were prepared using a four-step approach: (i) synthesis of colloidal CdSe 
nanocrystals (ii) functionalization of the CdSe nanocrystal surface with In2Se3 MCC precursor, 
(iii) controllably adding additional In2Se3 MCC precursor, and (iv) decomposing the In2Se3 MCC 
precursor into a polycrystalline In2Se3 matrix that encapsulates the nanocrystals.  

The In2Se3 MCC was made by reacting In2Se3 with 
Se and N2H4 to form (N2H4)2(N2H5)2In2Se4.23 We 
confirmed the decomposition conditions for 
transforming this precursor into In2Se3 using 
thermogravimetric analysis. We heated the precursor 
to 350 °C, applied a 30 minute isotherm, and then 
continued to heat the precursor to 450 °C (Figure 1.1). 
The lack of mass loss after the 350 °C isotherm 
indicates that the thermal decomposition process was 
complete. Composites consisting of 100% In2Se3 were 
made by directly using this precursor. 

Wurtzite phase CdSe nanocrystals were 
synthesized by the hot injection method reported by 
Qu et al.54. As synthesized the CdSe nanocrystal 
surface is passivated by a combination of stearic acid 
(SA) and trioctylphosphine oxide (TOPO) ligands. 
These organic ligands were exchanged with the In2Se3 

	  
Figure 1.1. Thermogravimetric analysis of the 
In2Se3 MCC,  (N2H4)2(N2H5)2In2Se4. The 
temperature ramp rate was 2 °C/min and a 30-
minute isotherm was applied at 350 °C.	   
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MCC precursor using the phase transfer process described by Kovalenko et al.21 Two immiscible 
solutions, CdSe nanocrystals in hexane and MCC precursor in hydrazine, were combined and 
stirred for several hours. During this process, the hydrazine phase changed from colorless to dark, 
indicating the presence of CdSe nanocrystals functionalized with In2Se3 MCC precursor. The 
CdSe nanocrystals were then precipitated several times to separate them from unbound In2Se3 
MCC precursor. Nanocomposites that are ~100% CdSe were made by directly using this 
nanocrystal solution. Nanocomposites with lower nanoparticle volume fractions were made by re-
introducing appropriate amounts of In2Se3 MCC precursor back into the CdSe nanocrystal 
solution.  

The elemental composition of the composite was determined by a combination of RBS and 
PIXE. Since the CdSe nanocrystals and In2Se3 matrix in the composite reacted to form a third 
phase, CdIn2Se4, this elemental composition information cannot definitively determine the CdSe 
volume fraction in the composite (see XRD discussion in Section 3.1). Consequently we identify 
our composites by their In2:Cd ratio. In the absence of CdIn2Se4 formation, a 40:60 ratio implies a 
composite that is 40 mol% In2Se3 and 60 mol% CdSe. Since the CdSe nanocrystal surface was 
functionalized with In2Se3 MCC precursor, the ~100% CdSe composites have trace amounts of In. 
 
1.2.2. Thermal Conductivity Measurements 

Thermal conductivity measurements were conducted using the differential 3ω method.55-57 
Nanocomposite samples were prepared by spin-coating the CdSe nanocrystal – In2Se3 MCC 
precursor solution onto silicon substrates and then thermally decomposing the In2Se3 MCC 
precursor at 350 °C for 30 minutes. The sample film thickness generally ranged from 50 – 130 
nm. A 50 nm Al2O3 dielectric layer was first deposited on top of the nanocomposite film using 
electron beam evaporation. 150 nm thick Al 3ω lines were then patterned on top of the dielectric 
layer using standard lithographic techniques. Line dimensions were generally 500 – 1000 µm long 
and 5 – 6 µm wide, however line widths up to 20 µm were occasionally used. A Keithley 6221 
was used as the current source and a Stanford Research Systems SR830 lock-in amplifier was 
used to measure the 1st and 3rd harmonics of the voltage signal. The temperature coefficient of 
resistance of the 3ω lines were measured using a custom-built temperature-controlled sample 
stage. The nanocomposite film thickness was measured by profilometry prior to deposition of the 
50 nm Al2O3 dielectric layer.  

Since the 3ω method measures the combined thermal response of the dielectric layer, 
nanocomposite film, and substrate, identical reference samples consisting of only the dielectric 
layer and substrate were prepared simultaneously with the nanocomposite samples. Subtracting 
the thermal response of the reference sample from the measurement samples enables the 
nanocomposite thermal conductance to be isolated. 

 
1.3. Results and discussion  
1.3.1. Nanocomposite Structure  

The TEM images (Figure 1.2) reveal that the nanocomposite consists of randomly dispersed 
nanoparticles embedded in a matrix. While the general nanoparticle shape is retained throughout 
the composite formation, we do observe a slight increase in nanoparticle size after composite 
formation. The average diameter of the as-synthesized CdSe nanocrystals is 8.2 nm (Figure 
1.2a,e) whereas the average nanoparticle diameter in the 50:50 composite is 9.0 nm (Figure 
1.2c,e). We believe this slight growth in nanoparticle size is due to the formation of CdIn2Se4 at 
the interface between the CdSe nanocrystal and the In2Se3 matrix (see XRD discussion). In the 
absence of CdSe nanocrystals, the formation of relatively large In2Se3 grains is observed (38 ± 12 
nm, Figure 1.2d).  

The SEM images (Figure 1.3) show that mass loss and densification during thermal conversion 
of the MCC precursor into In2Se3 lead to mesoporosity in the nanocomposites. This mesoporosity 
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was also evident when comparing film 
thicknesses measured via RBS and profilometry; 
profilometry thicknesses were approximately 
20% greater than thicknesses determined by 
RBS, which assume fully dense films. Structural 
features on the order of 101 and 102 nm in size 
are visible in the SEM images of 100% In2Se3 
(Figure 1.3d). By comparison with the TEM 
images, we believe the 101 nm-scale features 
correspond to the In2Se3 grains whereas the 102 
nm-scale features correspond to defects formed 
during thermal decomposition of the MCC 
precursor. Although the SEM images exhibit a 
rich surface structure, the nanocomposite films 
were optically smooth. Film roughnesses were 
generally less than 10 nm as measured by atomic 
force microscopy.  

XRD of the decomposed In2Se3 MCC 
precursor indicates the formation of γ-In2Se3 
(Figure 1.4b), which is one of many In2Se3 
polymorphs.58 γ-In2Se3 has a defect wurtzite 
structure with 1/3 of the In sites vacant.58, 59 Due 
to surface effects, it can be anticipated that the 
formation of thin film samples may exhibit 
morphological changes relative to powder 
samples. This effect is clearly observed when 
thermally decomposing In2Se3 MCC powder 
relative to spin-coated In2Se3 MCC thin films 
(Figures 1.4b-c). While the powder sample 
closely matches the γ-In2Se3 powder diffraction 
file, the thin film sample exhibits only a single 
diffraction peak corresponding to (0 0 6). This 
indicates that the grains in the γ-In2Se3 thin films 
preferentially orient themselves with the ab-
plane parallel to the substrate. We are unaware 
of any literature reports on the surface energy of γ-In2Se3, 
but believe that these growth characteristics imply that the 
surface energy of γ-In2Se3 has significant crystallographic 
anisotropy. Since it is thermodynamically preferable for the 
γ-In2Se3 to minimize its free energy during growth, our 
observed growth characteristics imply that the low- and 
high-energy crystal facets of γ-In2Se3 are parallel and 
perpendicular to the ab-plane, respectively. By growing 
with the ab-plane parallel to the substrate, the surface area 
of the high-energy facets was minimized. It is worth noting 
that another common form of indium selenide, α-In2Se3, is 
also known to be highly anisotropic.58, 60  

The strong crystallographic orientation preference of the 
In2Se3 is eliminated upon introducing CdSe nanocrystals 
into the composite, which indicates that the CdSe 

	  
Figure 1.3. Scanning electron microscopy images 
of nanocomposites with In2:Cd ratios of (a) 0:100, 
(b) 9:91, (c) 35:65, and (d) 100:0. 

	  
Figure 1.2. Transmission electron microscopy (TEM) images of 
(a) as-synthesized colloidal CdSe nanocrystals with a combination 
of stearic acid (SA) and trioctylphosphine oxide (TOPO) ligands 
and nanocomposites with In2:Cd ratios of (b) 0:100, (c) 50:50, and 
(d) 100:0. Histograms illustrating the nanoparticle size distribution 
for the as-synthesized nanocrystals and the 50:50 composite are 
shown in part (e). The images in parts (b), (c), and (d) are of 
samples that have had their MCC precursor converted into In2Se3 
by annealing at 350 °C for 30 minutes. The background contrast in 
images (a), (b), and (c) correspond to the carbon support film of the 
TEM grid, the Si3N4 TEM membrane, and γ-In2Se3 matrix, 
respectively. 



Page  7 

nanocrystals have a highly disruptive effect on 
the In2Se3 formation. This is indicated by the 
disappearance of the (0 0 6) In2Se3 reflection 
and appearance of new In2Se3 reflections. The 
large decrease in the signal:noise ratio of the 
XRD pattern upon inclusion of CdSe 
nanocrystals also indicates that the resulting 
In2Se3 grains are much smaller than in the 100% 
In2Se3 samples. This formation of smaller grains 
is corroborated by TEM images of the 
composites; In2Se3 grains are clearly resolved in 
the 100% In2Se3 images, but are not resolved 
upon introduction of CdSe nanocrystals 
(Figures 1.2c-d). This change in In2Se3 
formation is likely due to the CdSe nanocrystals 
functioning as nucleation sites for In2Se3 
crystallites. It is intuitive that the orientation of 
In2Se3 grains is random in the composites 
containing CdSe nanocrystals because the 
orientations of the CdSe nanocrystals 
themselves are randomized during deposition of 
the CdSe nanocrystal – MCC precursor mixture. 
It is also intuitive that the In2Se3 grain sizes are 
smaller in these composites because the 
presence of CdSe nanocrystals inhibits the 
formation of the large grains observed in the 
100% In2Se3 samples.  

The observed CdSe diffraction peak widths 
in our composites demonstrate that the In2Se3 
matrix inhibits CdSe nanocrystal merger and 
growth (Figure 1.4f-h). The broad peaks of the 
as-synthesized CdSe nanocrystals with organic 
ligands become notably sharper in the ~100% 
CdSe nanocomposite, which is indicative of an 
increase in CdSe crystallite size.61 Scherrer 
analysis of the (1 1 0) peak in the as-synthesized 
CdSe colloidal nanocrystals and the ~100% 
CdSe composite yield grain sizes of 8 nm and 
20 nm, respectively. This increase in crystallite size is also visible in the TEM images, which 
show a significant amount of nanocrystal fusing (Figure 1.2b). This crystallite growth is not 
surprising given the lack of matrix in between nanocrystals and the relatively high 350°C 
annealing temperatures used to make the composites. However, even a modest inclusion of In2Se3 
into the composite, such as that of the 9:91 sample (Figure 1.4f), yields a noticeable decrease in 
CdSe diffraction peak sharpening. Scherrer analysis of the (1 1 0) peak in the 9:91 sample yields a 
grain size of 11 nm. 

XRD characterization reveals the formation of a ternary phase, CdIn2Se4, in the 
nanocomposites and suggests a rich interaction between the CdSe nanocrystals and the In2Se3 
matrix. Notably, only In2Se3 and CdIn2Se4 are observed in some of our XRD patterns (Figures 
1.4d-e). While this qualitatively suggests the complete conversion of CdSe nanocrystals into 
CdIn2Se4 nanocrystals, such a conclusion would be oversimplified. For example, while our 35:65 
sample shows only In2Se3 and CdIn2Se4 XRD peaks (Figure 1.4e), it is stoichiometrically 

	  
Figure 1.4. X-ray diffraction patterns of (a) γ-In2Se3 powder 
diffraction file 01-089-0658, (b) γ-In2Se3 powder, thin film 
nanocomposites with In2:Cd ratios of (c) 100:0, (d) 78:22, (e) 35:65, 
and (f) 9:91, (g) 0:100 (h) as-synthesized colloidal CdSe 
nanocrystals with a combination of stearic acid (SA) and 
trioctylphosphine oxide (TOPO) ligands, (i) CdSe powder 
diffraction file 01-077-0021, and (j) CdIn2Se4 powder diffraction 
file 00-056-1124. 
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impossible for this sample to only form these compounds; stoichiometry would instead dictate the 
formation of CdSe and CdIn2Se4. This peculiarity can be explained by calculating the relative 
XRD peak intensities for CdSe and CdIn2Se4, which demonstrates that x-ray diffraction from 
CdIn2Se4 is inherently more intense than CdSe. The intensity of a XRD peak is proportional to 
|Shkl|2Mhkl / Vc

2 where Shkl and Mhkl are the structure factor and multiplicity factor of the hkl peak 
and Vc is the unit cell volume.61 Values for the structure factor and multiplicity factor come from 
analysis of the crystallographic unit cell and symmetry, respectively. Calculation of these values 
show that the (1 1 1) peak of CdIn2Se4 is more intense than the (0 0 2) and (1 0 0) peaks of CdSe 
by factors of 3.7 and 6.8, respectively. Consequently it is not surprising that we can observe 
CdIn2Se4 diffraction without CdSe diffraction.  

As mentioned in the earlier TEM discussion, the slight nanocrystal diameter growth from 8.2 
nm to 9.0 nm in the 50:50 sample suggests the formation of a thin CdIn2Se4 layer at the interface 
between the CdSe nanocrystals and In2Se3 matrix. It is worth noting that the conversion of 8.2 nm 
CdSe nanocrystals into CdIn2Se4 via the addition of In and Se would result in 12.6 nm diameter 
nanocrystals, which are clearly not present in our TEM images. Nonetheless, it would still be 
possible to get 9.0 nm diameter CdIn2Se4 nanocrystals if Cd diffuses into the In2Se3 matrix. 
Consequently, while we believe a thin CdIn2Se4 layer between the CdSe nanocrystals and In2Se3 
matrix is the most likely scenario, this cannot be definitively determined with the present data. 
Should the formation of ternary phases wish to be avoided, the use of other nanocrystal-matrix 
combinations with appropriate phase behavior could be used; for example, CdSe and SnSe2 do not 
form ternary phases.62 MCC precursors with low temperature decompositions such as that 
correspond to SnS2,63 Cu2S,64 or ZnTe65 could also be used to limit elemental interdiffusion 
between the nanoparticles and matrix.  

 
1.3.2. Nanocomposite Thermal Transport 

Thermal transport in nanostructured 
materials is of interest for applications 
ranging from thermoelectricity, thermal 
barrier coatings, electronics thermal 
management, phase change memory, and 
heat assisted magnetic recording.66 The 
structural motif of nanoparticles embedded 
in a crystalline matrix is a common theme in 
the thermal sciences community.1-5, 7, 45, 46 It 
is well known that matrix-embedded 
nanoparticles promote broadband scattering 
of phonons, which correspondingly leads to 
low thermal conductivities. This is 
particularly important for thermoelectric 
applications wherein reduced thermal 
conductivities lead to large improvements in 
energy conversion efficiency.1-5, 7 Notably 
CdSe alloyed with Hg has been investigated 
for its thermoelectrics properties.67, 68 In 
addition, a stoichiometric variant of indium 
selenide, In4Se3, is one of the best bulk 
thermoelectric materials.69 Inspired by these 
facts, we measured the thermal conductivity 
of our composites.  

Figure 1.5 shows the room temperature 
thermal conductivity of the nanocomposites 

	  
Figure 1.5. Thermal conductivity of nanocomposites with varying 
In2:Cd ratios. Increasing amounts of Cd correspond to larger 
nanoparticle volume fractions in the composite. The upper horizontal 
axis indicates the nanocomposite’s CdSe volume fraction in the limit of 
negligible CdIn2Se4 formation. Thermal conductivity measurements 
were done on multiple films and on up to two locations per film for each 
In2:Cd ratio. All data points are shown above to best illustrate sample-to-
sample and location-to-location variations. 
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as a function of In2:Cd ratio. For reference purposes, the upper horizontal axis of Figure 1.5 
indicates the CdSe volume fraction in the limit of negligible CdIn2Se4 formation. The 100% 
In2Se3 and ~100% CdSe samples have average thermal conductivities of 0.32 and 0.53 W/m-K, 
respectively. Surprisingly, the thermal conductivities of the mixed CdSe-In2Se3 composites were 
insensitive to the amount of CdSe and were ~ 0.3 W/m-K in all cases. These low thermal 
conductivities are comparable to amorphous polymers, which is quite remarkable for inorganic 
crystalline materials. No correlation between measured thermal conductivity and film thickness 
was observed. This indicates that thermal transport in these samples is diffusive and that the 
thermal contact resistances between layers of the 3ω thermal conductivity samples are negligible. 

The thermal conductivity of our nanostructured γ-In2Se3 is a factor of 3 lower than other reports 
on polycrystalline γ-In2Se3.53 Our lower thermal conductivity can be understood in the context of 
microstructural differences between our samples and those in the other report.53 Yim et al.53 
prepared their samples via mechanical alloying and spark plasma sintering, which led to an 
isotropic polycrystalline sample with grain sizes spanning tens to hundreds of nanometers. In 
contrast, our samples are anisotropic and have relatively monodisperse grain sizes on the order of 
tens of nanometers. As seen in the TEM images, the lateral grain size of our samples (which, due 
to their preferential crystallographic orientation, corresponds to ab-plane) is 38 ± 12 nm (Figure 
1.2d). Although we did not directly measure the cross-plane grain size, we infer that it is smaller 
than the lateral grain size as dictated by the Wulff construction.70 The Wulff construction states 
that crystals grow slowest in directions perpendicular to their low energy surfaces, which in our 
case means that the smallest grain dimension should be in the cross-plane direction. The reduced 
grain sizes in our γ-In2Se3 relative to Yim et al.,53 naturally leads to increased phonon scattering 
and reduced thermal conductivity.  

Another factor leading to lower thermal conductivities in our γ-In2Se3 measurements is that we 
are probing transport along the c-axis. Since the low energy crystal facets in γ-In2Se3 are parallel 
to the ab-plane, the weakest bonds should be along the c-axis. This means that the phonon group 
velocities are slowest along the c-axis and as a consequence, the c-axis should be the 
crystallographic direction with lowest thermal conductivity. While it would be useful to assess the 
effect of this anisotropy by comparing to bulk single crystal γ-In2Se3 data, we note that thermal 
conductivity data in the literature is limited to polycrystalline In2Se3.53, 71 We also note that 
although our measured thermal conductivity for γ-In2Se3 is quite low, it is still well above the 
minimum thermal conductivity predicted by the Cahill-Pohl model.72 The Cahill-Pohl is often 
used to approximate the thermal conductivity of amorphous materials and is also commonly 
called the “minimum thermal conductivity model” and the “amorphous limit.” The Cahill-Pohl 
model estimates a lower limit of 0.13 W/m-K for In2Se3; this is approximately a factor of 2.5 
below our measured thermal conductivity and suggests even lower thermal conductivities for γ-
In2Se3 are possible.  

The thermal conductivity of our nanostructured CdSe is a factor of 17 lower than 
measurements on bulk single crystal CdSe.51, 52 In fact, our average thermal conductivity of 0.53 
W/m-K is near that of the Cahill-Pohl model, which predicts a lower limit of 0.40 W/m-K for 
CdSe.72 A thermal conductivity this low suggests very intense phonon scattering in our ~100% 
CdSe composites. While thermal conductivity measurements on colloidal nanocrystals are 
relatively scarce, the existing literature shows that nanocrystal size and surface chemistry are the 
key factors determining thermal transport.25, 44 Ong et al.44 studied thermal transport in colloidal 
CdSe nanocrystals with varying surface chemistry and diameters ranging from 3.5 – 5.2 nm. Feser 
et al.25 used colloidal nanocrystals to prepare polycrystalline CdSe with controlled grain sizes 
varying from 3.5 – 6.2 nm. The thermal conductivities in these prior works were on the order of 
10-1 W/m-K, which is comparable to our results. However, extrapolating the results of Ong et al. 
and Feser et al. to the 20 nm grain size of our ~100% CdSe composites would yield thermal 
conductivity values greater than our measured value. The fact that our samples have larger grains, 
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but a comparable thermal conductivity, implies that phonon scattering at our interfaces is more 
intense (i.e. our grain boundaries have a lower phonon transmission probability).73 This could be a 
result of the different CdSe crystallite surface chemistries in our work and these prior works. 
Feser et al. functionalized their CdSe nanocrystals with HgSe MCC precursor instead of the 
In2Se3 MCC precursor used in our work. Since CdSe and HgSe form a solid solution,74 the grain 
boundary interfaces in the work by Feser et al. are very different than ours. While Ong et al. also 
studied CdSe nanocrystals with MCC precursor ligands, they did not thermally transform the 
MCC precursor into a metal-chalcogenide semiconductor and consequently their interfaces also 
differ from ours. Differences in phonon impurity scattering between our samples and these earlier 
works could also be affecting thermal transport. It should also be noted that mesoporosity 
differences in our samples and these prior works might also be leading to thermal transport 
dissimilarities. 

With the exception of the ~100% CdSe sample, the thermal conductivities of our 
nanocomposites were surprisingly insensitive to CdSe volume fraction. The notable increase in 
thermal conductivity upon reaching ~100% CdSe likely arises from the increase in CdSe grain 
size that occurs in the absence of an In2Se3 matrix. We hypothesize the otherwise insensitive 
results to CdSe volume fraction arise from a variety of morphological changes that have 
competing effects on thermal conductivity. Since multiple morphological changes occur 
simultaneously in our composites, it is difficult to isolate the impact of any one change on thermal 
transport. Consequently we limit the discussion below to identifying these changes and 
qualitatively discussing their impact on thermal conductivity. 

As CdSe is introduced into the In2Se3 matrix, the two most obvious morphological changes are 
a decrease in In2Se3 grain size and elimination of the preferential In2Se3 grain orientation. The 
decrease in In2Se3 grain size should reduce thermal conductivity due to increased phonon 
scattering at grain boundary interfaces. The elimination of the preferential In2Se3 grain orientation 
should increase thermal conductivity due to an increased phonon group velocity in the direction of 
thermal transport (i.e. as discussed earlier, the growth characteristics of the γ-In2Se3 imply that the 
phonon group velocity is slow along the c-axis and fast in the ab-plane).  

Another important morphological change is the occurrence of CdSe-In2Se3 grain boundaries. In 
the simple case of isotropic crystal structures, one would expect this to reduce thermal 
conductivity. This is because compositionally-mismatched grain boundaries should have a greater 
acoustic impedance mismatch than compositionally-matched grain boundaries, which 
consequently leads to larger thermal interface resistances.73 However, in our case the net effect of 
CdSe-In2Se3 grain boundaries is ambiguous due to the anisotropy of the In2Se3 grains. Crystalline 
anisotropy causes thermal interface resistance to be a function of both composition and grain 
orientation. This dependency has been both previously modeled75 and experimentally 
demonstrated.76 Although we could not find literature for the speed of sound anisotropy in γ-
In2Se3, we note that the speed of sound anisotropy in α-In2Se3 is significant, ~70% for the 
longitudinal phonon mode.60 We also note that the acoustic impedance mismatch in our grain 
boundaries is dominated by the speed of sound since the densities of CdSe and In2Se3 only differ 
by ~6%. Due to these grain orientation effects, some fraction of the In2Se3-In2Se3 grain boundaries 
likely have larger thermal interface resistances than CdSe-In2Se3 grain boundaries and vice versa. 
Consequently the relative impact of In2Se3-In2Se3 versus In2Se3-CdSe grain boundaries on thermal 
conductivity is ambiguous.  

Yet another important morphological change is the formation of CdIn2Se4. As mentioned 
earlier, this CdIn2Se4 likely forms at the interface between the CdSe nanocrystals and the In2Se3 
matrix, and so would also affect the CdSe-In2Se3 thermal interface resistance. If the CdIn2Se4 
layer is very thin, it can have an interface “smoothing” effect77 that decreases thermal interface 
resistance and thereby increases nanocomposite thermal conductivity. On the other hand, if the 
CdIn2Se4 is thick enough, two distinct interfaces could arise, CdSe-CdIn2Se4 and CdIn2Se4-In2Se3. 
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The combined thermal resistance of these two interfaces could be larger than that of a single 
CdSe-In2Se3 interface and thereby decrease nanocomposite thermal conductivity.  

Regardless of its precise origins, this thermal conductivity insensitivity to CdSe volume 
fraction suggests that low thermal conductivities can be reliably achieved using this solution-
phase synthesis route to nanocomposite materials. Since these thermal conductivities are already 
attractively low for thermoelectrics, future work measuring the other thermoelectric properties 
(i.e. electrical conductivity and Seebeck coefficient) is merited. Furthermore, studies using the 
recently-developed colloidal nanocrystal chemistries that yield charge mobilities near single-
crystal values would be especially promising.35 
 
1.4. Conclusions 

The synthesis and characterization of nanocomposites with variable nanoparticle volume 
fraction made by combining CdSe nanocrystals and In2Se3 MCC precursor has been presented. 
We observe rich structural and chemical interactions between the CdSe nanocrystals and the 
In2Se3 matrix during composite formation. These interactions include alterations in In2Se3 grain 
size and orientation as well as the formation of a ternary phase, CdIn2Se4. The thermal 
conductivity of these composites is on the order of 10-1 W/m-K over the entire nanoparticle 
volume fraction range, which is remarkably low for inorganic crystalline materials and is 
comparable to amorphous polymers. With the exception of the ~100% CdSe samples, the thermal 
conductivity of the nanocomposite is insensitive to CdSe volume fraction. We attribute this 
insensitivity to competing effects that arise from structural morphology changes as the composite 
is formed. 
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2.0 Modifying Thermal Transport in Colloidal Nanocrystal Solids with 
Surface Chemistry 

 
2.1. Introduction 

Colloidal nanocrystals (NCs) are an important class of nanoparticle that can be synthesized with precise 
size, shape, and composition. This morphological control enables excellent control over NC properties 
and facilitates their use as building blocks for nanocomposites with novel and tunable properties that are 
unachievable in bulk materials.1-3 One commonly studied NC-based material is the colloidal NC solid, 
which consists of a densely packed array of colloidal NCs. These colloidal NC solids have been employed 
across a wide range of applications including light emitting diodes (LEDs),4, 5 photovoltaics,6, 7 
electronics,8, 9 thermal storage,3, 10 and thermoelectrics.11, 12 In each of these applications, thermal transport 
properties play an important role. For example, a high thermal conductivity is desirable for LEDs, 
photovoltaics, and electronics because this minimizes temperature rise during operation, which improves 
both device performance and lifetime. A high thermal conductivity is also beneficial for thermal storage 
because it facilitates fast thermal charging/discharging. In contrast, a low thermal conductivity is ideal for 
thermoelectric applications because this improves efficiency in thermoelectric coolers and generators. 
Despite the importance of thermal conductivity in each of these applications, experimental data on 
thermal transport in NC solids is very limited.13  

Colloidal NCs consist of an inorganic crystalline core with ligands bound to its surface. The native 
ligands on colloidal NCs are typically bulky organic molecules (e.g. oleic acid, trioctylphosphine oxide, 
alkanethiols, etc.). These native ligands help control the nucleation and growth of colloidal NCs during 
synthesis and are hence necessary from a synthetic perspective. However, these native ligands are 
generally undesirable from a functional materials perspective (e.g. electrically insulating). Previous 
studies have shown that the choice of ligands dramatically affects NC properties,14-20 and it is now a 
common practice to replace the native ligands with new ligands that impart desirable properties. For 
example, by replacing the native dodecanethiol ligands with metal chalcogenide complexes, the electrical 
conductivity of Au NC solids was increased by 10 orders of magnitudes.18 In another example, the optical 
absorption of PbS NCs was increased by a factor of 3 through the use of short conjugated ligands.19 In 
addition to these intended effects on electrical and optical properties, it is important to understand how 
ligand choice affects thermal transport.   

Thermal transport in NC solids was first experimentally studied by Ong et al.13 They found very low 
thermal conductivities and that NC diameter had the biggest impact on this property. They also conducted 
limited experiments on ligand-exchanged NC solids and found moderate thermal conductivity increases 
of  ~ 50%. A couple of molecular dynamics studies have since confirmed the importance of NC diameter 
on thermal transport and also identified the NC core-ligand interface as an important parameter.21, 22 
While these studies are important landmarks in the study of thermal transport in NC solids, important 
questions regarding the effect of surface chemistry remain. How does the ligand’s binding group and 
backbone length affect thermal transport in NC solids? Can ligand exchange increase NC solid thermal 
conductivity beyond the moderate 50% demonstrated by Ong et al.? How is the impact of surface 
chemistry on thermal transport affected by NC diameter?  

To address these questions, we study thermal transport in PbS NC solids and systematically vary NC 
diameter and ligand structure. Our choice of PbS as a model system is motivated by the technological 
importance of PbS NC solids to optoelectronic applications, such as photodetectors6, 23 and 
photovoltaics.7, 16, 24 In addition, PbS is among the most well understood colloidal NCs and there is a wide 
body of literature detailing its structure,25, 26 properties,27, 28 and behavior.29, 30 The native ligands on the 
PbS NCs in this study are oleic acid (OA) and we exchange these with ligands of varying backbone 
length (ethanedithiol, butanedithiol, hexanedithiol and octanedithiol) and different binding groups (thiols, 
amines, and halides). Our experiments reveals several findings: (i) The choice of ligand can increase the 
thermal conductivity of NC solids by up to ~ 150%. (ii) The ligand binding strength to the NC core does 
not significantly impact thermal conductivity. (iii) Reducing the ligand length can decrease the 
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interparticle distance, which increases thermal conductivity. (iv) Increasing the NC diameter increases 
thermal conductivity. (v) The effect of surface chemistry can exceed the effect of NC diameter and 
becomes more pronounced as NC diameter decreases. By combining these trends, we demonstrate that the 
thermal conductivity of NC solids can be varied by an overall factor of 4, from ~ 0.1-0.4 W/m-K. We 
complement these thermal transport findings with effective medium approximation (EMA) modeling and 
identify thermal transport in the ligand matrix as the rate-limiting factor for heat transfer. By combining 
our experimental observations with these modeling results, we conclude that future efforts to increase 
thermal conductivity in NC solids should focus on the ligand-ligand interactions between neighboring 
NCs. 
 
2.2. Materials and Methods 
2.2.1. Materials and Equipment 

Lead oxide (99.999%), bis(trimethylsilyl)sulfide (TMS, synthesis grade ), oleic acid (OA, 90%), 1-
octadecene (ODE, 90%), tetrabutylammonium iodide (TBAI, 98%+), cetrimonium bromide (CTAB, 
99%), 1,2- ethanedithiol (EDT, 98%+), 1,4-butanedithiol (BDT, 97%+), 1,6-hexanedithiol (HDT, 96%+), 
1,8-octanedithiol (ODT, 97%+), ethylenediamine (EDA, 99%), methanol (anhydrous 99.8%), acetonitrile 
(anhydrous 99.8%), octane (98%), were purchased from Sigma Aldrich and used as received. Sample 
imaging was done with transmission electron microscopy (TEM, Tecnai F20) and scanning electron 
microscopy (SEM, Nova 200 NanoLab FEI). The X-ray diffraction was taken on high resolution 
PANalytical x-ray diffractometer, with CuKα X-ray source operating at 40 kV and 40 mA. The x-ray 
reflectivity measurements were also done using the PANalytical x-ray diffractometer. Fourier transform 
infrared spectroscopy measurements were done using a Thermo Nicolet 6700 system equipped with 
Smart SAGA accessory. Thickness measurements were carried out using atomic force microscopy 
(Digital Instrument Dimension 3000) and profilometry (Dektek II surface profilometer). For thermal 
conductivity measurements, a Keithley 6221 was used as the current source and a Stanford Research 
Systems SR830 lock-in amplifier was used to measure the 1st and 3rd harmonic voltage signals. 
 
2.2.2. Nanocrystal Synthesis 

PbS colloidal NCs were synthesized by employing the hot injection technique reported by Hines et 
al.31 with minor modifications. In a typical synthesis of 3 nm PbS NCs, 0.45 g of lead oxide was 
dissolved in a solvent mixture of 2 mL OA and 18 mL ODE, and degassed by heating under vacuum at 
100 °C for 2 hours. After all of the solid dissolved and the solution turned transparent, the temperature 
was increased to 145 °C, at which point a mixture of 10 mL ODE and 210 µL TMS was injected. The 
heating mantle was removed from the reaction flask right after the TMS injection, and then replaced when 
the temperature dropped to 100 °C. The reaction mixture was slowly cooled to ~ 30 °C with the heating 
mantle in place and turned off. PbS NCs were then separated from the reaction mixture by precipitating 
with ethanol and resuspending with hexane. This precipitation/suspension process was carried out 3 times 
in total. To vary NC diameter, the ratio of OA:ODE was varied; higher OA concentration led to larger 
diameters. The diameters of the PbS NCs used in this study were 3.3 ± 0.3 nm, 4.2 ± 0.4 nm, 5.8 ± 0.4 nm 
and 8.2 ± 0.7 nm. 
 
2.2.3.Layer-by-Layer (LBL) Ligand Exchange 

Ligand exchange in all NC solid films were done using a solid-state ligand exchange process in a LBL 
fashion. Prior to film deposition, all NCs were precipitated and resuspended an additional 3 times. The 
NCs were suspended in octane with a concentration of 10 - 15 mg/mL for the film deposition. For each 
layer deposition, ~ 70 µL PbS NC suspension was dispensed onto a 20 mm x 20 mm silicon substrate and 
spin coated at a speed of 3000 rpm for 1 min. Then, ~ 200 µL of the ligand solution was dispensed onto 
the NC solid thin film, allowed to rest for 30 s, and then removed by spin drying. The NC solid film was 
then flooded by ~ 200 µL of pure solvent and then spun dry to remove unbound ligands. The NC solid 
was then flooded with solvent and spun dry an additional 2 times. Depending on NC size and ligand, each 
layer deposition resulted in a thin film between 10 - 25 nm. Typically, 6 - 10 layers of NC solid were 
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deposited to yield an appropriate film thickness for thermal conductivity measurements (~ 100 - 180 nm). 
Thinner films made via 2-3 layer deposition cycles (~ 20 – 30 nm) were used for measuring mass density 
via x-ray reflectivity. The ligand solutions were prepared as suggested by previous studies:30, 33 CTAB 
and TBAI, 30 mM in methanol; EDA, 1 M in methanol; EDT, 1.7 mM in acetonitrile; BDT, 2.5 mM in 
acetonitrile; HDT, 4 mM in acetonitrile; and ODT, 8 mM in acetonitrile. 
 
2.2.4. Film Thickness Measurement  

Thickness measurements on all ligand exchanged NC solid samples were determined by profilometry 
measurements. NC films were scratched using tweezers and the film thickness measured at the scratch 
location. The film thickness was determined by averaging measured thicknesses from 3 scans at different 
locations. The typical thickness variation of a film was found within 10 nm. NC solids with OA ligands 
were too soft to have their thickness measured with profilometry and were instead measured with atomic 
force microscopy. 
 
2.2.5. Thermal Conductivity Measurement  

Thermal conductivity measurements were performed using the differential 3ω method,45 which is a 
widely used technique for thin film geometries.46, 47 To prepare samples for measurement, NC solid films 
were first coated with a ~ 150 nm Al2O3 dielectric layer. Al metal lines, which function as combined 
heaters and thermometers, were then deposited on the samples using a shadow mask. The line dimensions 
in all samples were 45 µm wide, 2.6 mm long, and 150 nm thick. An AC current was run through the Al 
line to operate it as a heat source and the third harmonic of the voltage response was measured to operate 
the Al line as a thermometer. In accordance with the differential technique, a reference sample with only 
dielectric layer and silicon substrate was identically prepared. The thermal response of the NC solid thin 
film was obtained by subtracting the thermal response of the reference sample from the experimental 
sample. To convert 3ω electrical signals into thermal responses, the temperature coefficient of resistance 
(TCR) of 3ω lines were measured using a home-built thermal stage. In this measurement, the resistances 
of the 3ω lines were measured at 5 different temperature points between 15°C and 30°C, and a linear fit 
was used to determine the slope.  
 
2.3. Results and discussion  

We synthesized PbS NCs with OA ligands using the hot-
injection method described by Hines et al.31 Figure 2.1b shows a 
representative transmission electron microscopy image of the 
PbS NCs made using this approach and x-ray diffraction 
confirms the crystalline structure of the PbS core (Figure 2.1d). 
Varying the reaction conditions enabled NC diameter control 
from 3.3 to 8.2 nm. After synthesis, the PbS NCs were spin-
coated onto silicon substrates to yield a NC solid thin film 
(Figures 2.1a and 2.1c). The native OA ligands were then 
replaced with new ligands using a solid-state process. Seven 
different surface treatments were performed in this study: 1,2-
ethanedithiol (EDT), 1,4-butanedithiol (BDT), 1,6-hexanedithiol 
(HDT), 1,8-octanedithiol (ODT), ethylenediamine (EDA), 
tetrabutylammonium iodide (TBAI), and cetrimonium bromide 
(CTAB). The structures of these molecules are illustrated in 
Figure 2.2b. We note that treating PbS NCs with TBAI and 
CTAB results in an NC surface that is terminated with I- and Br-, 
respectively (i.e. the bulky organic component of these 
molecules washes away during the ligand exchange process).7, 16, 

32 For simplicity purposes, we refer to these as I- and Br- ligands 
throughout this paper. Fourier transform infrared spectroscopy 

	  
Figure 2.1. (a) Schematic of a PbS nanocrystal 
solid thin film on a silicon substrate. (b) A 
transmission electron microscopy image of 8.2 ± 
0.7 nm PbS nanocrystals with native oleic acid 
ligands (the scale bar is 20 nm). (c) Cross-
sectional scanning electron microscopy image 
showing a nanocrystal solid thin film that consists 
of 8.2 nm PbS nanocrystals with I- ligands (the 
scale bar is 500 nm). (d) X-ray diffraction pattern 
of an 8.2 nm PbS nanocrystal solid thin film with 
oleic acid ligands. 
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measurements confirm the 
success of these ligand 
exchanges (Figure 2.2a). 
The absence of the native 
OA ligands is indicated by 
the lack of COO- and C = C 
absorptions, which are at 
1500-1700 cm-1, in all 
ligand exchanged samples.  

To prepare high-quality 
film for thermal 
conductivity measurements, 
we carried out the solid-
state ligand exchange 
process using a layer-by-
layer (LBL) approach 
(Figure 2.3a).30, 33, 34 Each 
layer was prepared in three 
steps: a) Depositing a thin 
layer of PbS NCs with OA ligands via spin coating; b) 
Immersing the NC solid film in a solution containing the 
desired ligand (typically 30 s) and spinning dry; c) Removing 
unbound ligand molecules by repeatedly flooding the NC solid 
film with pure solvent and spinning dry. Depending on the NC 
diameter and ligand choice, each layer deposition resulted in a 
NC solid thin film of 10-25 nm. This deposition process was 
then repeated 6-10 times to yield thicker films (100-180 nm) 
that are appropriate for thermal conductivity measurements. 
Films prepared by this approach exhibited excellent film 
quality with minimal porosity/cracking (Figure 2.3b). In 
contrast, NC solid films prepared via one-time solid-state 
ligand exchange on thick films exhibited extensive/deep 
cracking that made them unsuitable for transport 
measurements. 

We first investigate the effect of the ligand’s binding group 
on the NC solid thermal conductivity (Figure 2.4). This is 
motivated by past thermal transport studies on a closely related 
cousin to colloidal NCs, self-assembled monolayer (SAM) 
junctions.35, 36 SAMs are molecular monolayers adsorbed onto 
planar solid surfaces37 and prior work has shown an increasing 
thermal interface conductance as the binding strength between 
the SAM molecules and solid surface increases.35, 36 In effect, 
we ask ourselves whether this correlation between binding 
strength and thermal transport can be realized in the more 
complex structure of NC solids. To investigate this, we 
compare the thermal conductivity of 3.3 nm diameter PbS NC 
solids with EDA and EDT ligands. These two ligands have 
identical backbones, but different binding groups: amine 
groups for EDA and thiol groups for EDT. Both of these 
groups form covalent bonds to PbS NCs, although it is known 
that the thiol group forms a stronger bond.38 Interestingly, we 

	  
Figure 2.2. (a) Fourier transform infrared spectra of PbS nanocrystal solids with various ligands. (b) 
The chemical structure of the molecules used during ligand exchange. Note that treating PbS 
nanocrystals with tetrabutylammonium iodide (TBAI) and cetrimonium bromide (CTAB) results in 
nanocrystal surface terminations of I- and Br-, respectively [References 16 and 32]. 
 

Figure 2.3. (a) Schematic illustrating the solid-state, 
layer-by-layer ligand exchange technique used to 
prepare nanocrystal (NC) solid films. This layer-by-
layer technique minimizes film cracking during 
exchange of the long oleic acid (OA) ligands with 
new short ligands. (b) Scanning electron microscopy 
image of a 3.3 nm PbS NC solid with ethanedithiol 
ligands. The inset in part (b) shows an angled view of 
the NC solid film that confirms dense NC packing 
throughout the film thickness. The scale bar in both 
images is 1 µm. 
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find that PbS NC solids with EDA ligands have a 
higher thermal conductivity than with EDT ligands 
(Figure 2.4). This contrasts with data on SAM 
junctions, in which the thermal conductance through 
strong thiol-Au bonds is notably larger than the 
thermal conductance through weaker amine-Au 
bonds.35 To expand upon this binding group motif, 
we also prepared PbS NC solids with halide ligands 
(Br- and I-). These ligands form ionic bonds to the 
NC surface, of which the PbS - Br- bond is known to 
be the stronger of the two.30 We find that the thermal 
conductivity of NC solids with these two ligands are 
essentially equivalent and do not reflect the 
prediction based on bond strength as well. Based on 
these experimental observations, we conclude that 
the thermal conductance of the NC core-ligand 
interface (i.e. the binding strength between the NC 
core and ligand) does not dominate thermal transport 
in NC solids. As based upon our EMA modeling 
(see below), we hypothesize that the ligand-ligand 
interface between neighboring NCs is the critical 
interface for thermal transport in NC solids.    

We next study the effect of ligand length by using a series of alkanedithiol ligands with 2, 4, 6, and 8 
carbon atoms (i.e. EDT, BDT, HDT, and ODT, respectively) on 3.3 nm PbS NC solids. As the ligand 
backbone decreased from 8 carbon atoms to 4 carbon atoms, the NC solid thermal conductivity increased 
from 0.20 W/m-K to 0.27 W/m-K (Figure 2.5a). We attribute this trend to a reduction of interparticle 
distance, which increases the NC core volume fraction in the solids. It is not surprising that this increases 
the thermal conductivity of the NC solid because the thermal conductivity of PbS is an order of 
magnitude higher than hydrocarbons.39, 40 We also used x-ray reflectivity (XRR) to determine the mass 
densities of the NC solids with varying ligands, and then converted these values into interparticle 
distances using geometric arguments. We found that our interparticle distance measurements agree to 
within experimental uncertainty with much more sophisticated synchrotron x-ray scattering 
measurements.25 Our interparticle distance trend shows an inverse correlation with our measured thermal 

Figure 2.4. Thermal conductivity of 3.3 nm PbS nanocrystal solids 
with ethanedithiol (EDT), ethylenediamine (EDA), oleic acid 
(OA), I-, and Br- ligands. 
 

  
 
Figure 2.5. (a) Thermal conductivity of 3.3 nm PbS nanocrystal 
solids with alkanedithiol ligands of varying backbone length. (b) 
Interparticle distance of 3.3 nm PbS nanocrystal solids with 
alkanedithiol ligands of varying backbone length. (c) Schematic of 
various binding possibilities for ethanedithiol in nanocrystal solids: 
i. bridging, ii. bidentate, iii. dimerized.  
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conductivities (Figures 2.5a and 2.5b), which supports our 
conclusion that interparticle distance is an important 
parameter affecting the thermal conductivity of NC solids. 
Interestingly, our results show no thermal conductivity 
increase as the ligand backbone is further reduced from 4 
to 2 carbon atoms (BDT and EDT, respectively). While 
counterintuitive, we find that this thermal conductivity 
result still mirrors our findings on interparticle distance, 
which reveal approximately equivalent interparticle 
distances for BDT and EDT. We hypothesize that this 
change in trend for interparticle distance and thermal 
conductivity originates from a change in chemical binding 
motifs (Figure 2.5c). Similar property trend changes for 
varying alkanedithiol lengths have been observed in other 
works as well.25, 33 Past studies have suggested that dithiol 
ligands preferentially bridge neighboring NCs (part i in 
Figure 2.5c).25, 41, 42 Since our measured interparticle 
distances for NC solids with ODT, HDT, and BDT are 
comparable to that of the corresponding molecular 
lengths,25 we hypothesize that NC bridging occurs in these 
cases. However, in the case of EDT, the interparticle 
distance is notably longer than the molecular length. This 
implies an alternative chemical binding motif; both 
bidentate binding25, 33, 34 and dimerized binding43, 44 (parts ii 
and iii, respectively, in Figure 2.5c) have been identified as 
possible binding arrangements for EDT in NC solids. We 
also performed XRR measurements on NC solids with 
EDA ligands and found very short interparticle distances 
(i.e. ~ 0.7 nm). This result suggests that EDA likely 
bridges NCs and provides an explanation as to why EDA 
ligands yield a higher NC solid thermal conductivity than 
EDT (Figure 2.4). 

We next study the relative impact of surface chemistry 
on the thermal conductivity of NC solids with varying NC 
diameter. As a baseline, we first measure the thermal 
conductivity of PbS NC solids with their native OA ligands. We find that as the NC diameter increases 
from 3.3 to 8.2 nm, the thermal conductivity increases from 0.13 to 0.27 W/m-K, which agrees with 
measurements by Ong et al.13 It is worth noting that our thermal conductivity measurements use the 3ω 
technique,45-47 which is comparatively simpler to implement than Ong’s frequency-domain thermal 
reflectance technique. This data demonstrates that nanocrystal solid thermal conductivity measurements 
should be accessible to a broader range of research labs. We next prepare each of these NC solids with I- 
and EDA ligands and find that the thermal conductivity increases for all diameters (Figure 2.6a). This is 
consistent with the relationship between thermal conductivity and interparticle distance that we identified 
earlier. It is also possible that these ligand choices lead to higher effective thermal conductivities in the 
ligand matrix. In addition, we find that the relative thermal conductivity increase (k/kNC-OA) is greater for 
smaller diameter NC solids than for larger diameters ones (Figure 2.6b). This trend is consistent with the 
fact that the ligands make up a greater volume fraction of the NC solid as the NC diameter decreases, and 
should therefore have a more substantial effect for smaller diameters. We achieve relative thermal 
conductivity increases of up to 150%, which improves upon the 50% increase demonstrated in prior 
work.13 While data in prior work suggests that NC diameter is the parameter that most affects NC solid 
thermal conductivity,13, 21, 22 our findings demonstrate that surface chemistry can have an even larger 

Figure 2.6. (a) The thermal conductivity of PbS 
nanocrystal solids with oleic acid (OA), ethylenediamine 
(EDA), and I- ligands as a function of nanocrystal 
diameter. (b) The relative increase of thermal conductivity 
(k/kNC-OA) in PbS nanocrystal solids with ethylenediamine 
(EDA) and I- ligands and varying nanocrystal diameter. 
The data in part (b) is normalized to the thermal 
conductivity of PbS nanocrystal solids with OA ligands, 
kNC-OA. 
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impact. For example, consider the case of a 3.3 nm PbS NC 
solid with OA ligands, which has a thermal conductivity of 
0.13 W/m-K. Increasing the NC diameter to 8.2 nm and 
keeping the native OA ligands leads to a thermal 
conductivity of 0.27 W/m-K. In contrast, keeping the same 
3.3 nm diameter, but exchanging the OA with EDA leads to 
an even higher thermal conductivity of 0.33 W/m-K. 
Naturally, the effect of NC diameter and surface chemistry 
can be combined; we achieve our lowest thermal 
conductivity in 3.3 nm PbS with OA ligands and our highest 
thermal conductivity in 8.2 nm PbS with EDA ligands. 
Overall, we find that within our size range (~ 3-8 nm), the 
thermal conductivity of NC solids can be varied from 
approximately 0.1-0.4 W/m-K, which demonstrates a 
moderately larger range of possibilities than prior work.13  

To gauge how this range of NC solid thermal 
conductivities can be further expanded, we use an EMA 
model to fit our data on PbS NCs with OA ligands and then 
perform a sensitivity analysis on the various model input 
parameters. Since thermal interface conductances 
significantly impact the thermal conductivity of 
nanocomposites, we incorporate this factor by using the 
EMA model proposed by Hasselman and Johnson.48 This 
EMA model calculates the thermal conductivity of a 
composite by accounting for the constituent volume 
fractions, constituent thermal conductivities, and thermal 
interface conductance between the constituents. To apply the 
EMA model to our NC solid, we consider a nanocomposite 
consisting of NC cores in a ligand matrix. Figure 2.7a shows 
the EMA model fit to our PbS NC solids with OA ligands 
and varying diameter, which shows good agreement. In this 
fit we use 2 W/m-K, 0.13 W/m-K, 2.5 nm, and 220 MW/m2-
K for the NC core thermal conductivity (kNC), ligand matrix 
thermal conductivity (km), interparticle distance, and NC 
core-ligand thermal interface conductance (G), respectively. 
Our choice of these input parameters for the model is based 
upon results in the literature.13, 25, 35, 49  

To study the relative impact of each parameter (kNC, G, 
and km) on NC solid thermal conductivity, we independently 
vary each parameter while holding the other two constant (Figure 2.7b). We find that km has the largest 
impact, G has a moderate impact, and kNC has a small impact. As km, G, and kNC are each varied by a 
factor of 5, we calculate changes in NC solid thermal conductivity of 386%, 27%, and 4%, respectively. 
The insensitivity to kNC is not surprising given that it is an order of magnitude larger than km and the core-
ligand interfaces further restrict this thermal pathway. Prior experimental work has also found that NC 
solid thermal conductivity is largely independent of kNC.13 The fact that the NC solid thermal conductivity 
sensitivity is much greater to km  than G means the thermal conductance of the ligand matrix is more 
important than the thermal conductance of the NC core-ligand interface. This possibly explains why we 
did not experimentally observe an increase in NC solid thermal conductivity as we increased the NC core-
ligand binding strength (which, according to literature on solid-SAM junctions, should have increased the 
NC core-ligand thermal interface conductance). It is also worth noting that the thermal interface 
conductance of an individual solid-SAM interface only changes by about a factor of 4 as the solid-SAM 

Figure 2.7. (a) Effective medium approximation 
(EMA) model results and corresponding experimental 
data for the thermal conductivity of PbS nanocrystal 
(NC) solids with oleic acid ligands and varying 
diameter. (b) Sensitivity analysis on the EMA model for 
3.3 nm PbS NC solids with three independent 
parameters: NC core thermal conductivity (kNC, red 
triangles), NC core-ligand interface thermal 
conductance (G, blue rectangles), and ligand matrix 
thermal conductivity (km, black spheres) 
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bond is changed from van der Waals to covalent.35, 49 According to our EMA model, this would 
correspond to an ~ 20% change in NC thermal conductivity. Given that the NC core-ligand bond strength 
is varied in a much narrower range during our experiments, any thermal conductivity changes arising 
from NC core-ligand bond strength were likely small, which explains why our measurements did not 
detect significant changes. 

 Since km affects NC solid thermal conductivity the most, determining ways to increase or decrease km 
is a promising route to achieve an expanded thermal conductivity range beyond that demonstrated in the 
present work. It is notable that the maximum thermal conductivity for the matrix used in our EMA 
sensitivity analysis is only 0.5 W/m-K, which is comparable to typical thermal insulators. Consequently, 
there should be room to increase the thermal conductivity of the ligand matrix, and by extension, increase 
the thermal conductivity of the NC solid. This finding inspires us to hypothesize why thermal transport in 
the ligand matrix is poor to begin with. If we consider heat flow between two neighboring NCs, there are 
three interfaces: a NC core-ligand interface, a ligand-ligand interface, and then another NC core-ligand 
interface. Whereas the NC core-ligand interfaces are generally strong covalent or ionic bonds, the ligand-
ligand interface is characterized by weak van der Waals forces. Several studies on polymers,50 molecular 
crystals,51 and carbon nanotube – polymer composites52 have identified weak van der Waals interactions 
as rate-limiters for heat transfer. We hypothesize that this is also true for thermal transport in NC solids. 
We note that there is no analogous ligand-ligand interface in solid-SAM-solid structures, which may 
explain why the solid-molecule binding strength plays a significant thermal transport role in SAMs, but 
not necessarily in NC solids.  

We hypothesize that two possible ways to increase the thermal conductivity of NC solids are (i) 
chemically crosslinking the NC ligands to strengthen the ligand-ligand interaction, (ii) eliminating the 
ligand-ligand interaction by bridging neighboring NCs with bifunctional ligands. The first concept has 
been demonstrated in a recent study on amorphous polymer blends; by introducing appropriately 
engineered crosslinkers, the thermal conductivity of the polymer blend was increased by a factor of 7.53 
The second approach has been highly sought after in studies to improve charge transport in NC solids,42, 

54, 55 and motivated our choice of bifunctional ligands (e.g. dithiols and diamine) in this study. However, 
this approach will likely prove complex because NC surfaces are highly curved, which leads to non-
uniform distances between neighboring NCs. This curvature limits the surface area upon which ligand 
bridging can occur and may explain why we only observed moderately higher thermal conductivities with 
bridging ligands (e.g. EDA) relative to non-bridging ligands (e.g. EDT and I-). Using colloidal 
nanocrystals with flat surfaces (e.g. cubes) and/or more sophisticated ligand chemistries that can achieve 
bridging throughout the entire NC surface could prove interesting.  

 
2.4. Conclusion 

We have systematically explored the effect of ligand length, ligand binding group, and NC diameter on 
thermal transport in colloidal PbS NC solids. The primary effect of decreasing ligand length and/or 
increasing NC diameter is to increase the NC solid thermal conductivity by decreasing the volume 
fraction of the thermally insulating ligand matrix. Varying the ligand binding strength to the NC core does 
not lead to significant effects on thermal transport, which contrasts with literature on solid-SAM-solid 
junctions. We find that the choice of ligands can affect the thermal conductivity by up to a factor of 2.5 
and that the thermal conductivity of NC solids can be varied by an overall factor of 4, from ~ 0.1 to 0.4 
W/m-K. By combining our experimental observations with EMA modeling, we identified the ligand-
ligand interface between neighboring NCs as a critical interface for heat transfer. We then suggested ways 
to modify this interface and possibly increase NC solid thermal conductivity. Identifying ways to increase 
thermal conductivity will be beneficial to NC solid applications in electronics and optoelectronics, for 
which heat dissipation is important to device performance and lifetime. On the other hand, the naturally 
low thermal conductivities of NC solids bode well for NC solid-based thermoelectrics.  
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3.0. Colloidal Nanocrystal Superlattices as Phononic Crystals: Plane Wave 
Expansion Modeling of Phonon Band Structure 

 
3.1. Introduction 

Phonons are vibrational waves that transport sound and heat.1 The phononic band diagram 
(also known as the dispersion relationship) relates the frequency of a given phonon to its 
corresponding wave vector and is analogous to electronic and photonic band diagrams. By 
exercising control over the phonon band structure, it is possible to manipulate the transport of 
sound and heat. One common method of engineering band structure is to create phononic crystals, 
which are artificially made materials with periodic variations in acoustic impedance (e.g. 
alternating hard and soft materials). This periodicity results in a phononic band gap that forbids 
the propagation of phonons in a particular frequency range.2-5 The phononic crystal is the 
vibrational wave analogue to the well-known photonic crystal, which uses periodic variations in 
refractive index to create a photonic band gap.6, 7 Two key characteristics of a phononic band gap 
are its center frequency and its width. The band gap fundamentally arises from wave interference, 
which requires that the periodicity be comparable to the phonon wavelength; hence shorter 
periodicities lead to phononic band gaps with higher center frequencies. The width of the 
phononic band gap depends on the acoustic impedance ratio of the phononic crystal’s 
components; the further this ratio deviates from unity, the wider the band gap.2 Hence a phononic 
crystal made of alternating hard and soft materials will have a wider band gap than one made of 
two alternating hard materials. Depending on the number of dimensions in which periodicity 
occurs, phononic crystals are described as 1-, 2-, or 3-dimensional (i.e. periodic planes, cylinders, 
and spheres, respectively). Phononic crystals are a promising class of materials for sound and heat 
manipulation and have been used to create phonon waveguides, cavities, filters, sensors, switches 
and rectifiers.8-14 

Phononic crystals are commonly constructed through the assembly of macroscopic building 
blocks or top-down fabrication methods such as lithography.15-17 These fabrication approaches 
have yielded phononic band gaps with center frequencies in the ~ 1 kHz – 10 GHz frequency 
range. Extending this center frequency range above 10 GHz is desirable because such structures 
can potentially manipulate heat conduction14, 18, 19 and/or enable novel optomechanical devices.20-

23 Creating phononic band gaps in this frequency range generally requires nanostructured 
materials with periodicities of ≲ 10 nm. While 1-dimensional phononic crystals made via 
sequential thin film deposition have achieved band gaps in this frequency range,24, 25 creating 3-
dimensional periodicities on this length scale is much more difficult. Phononic band gaps with 
center frequencies above 10 GHz have yet to be experimentally observed in 3-dimensional 
phononic crystals.26, 27  

In this work, we suggest that colloidal nanocrystals can form a natural basis for the bottom-up 
assembly of 3-dimensional phononic crystals with record high frequency band gaps. Colloidal 
nanocrystals consist of an inorganic crystalline core with organic ligands (e.g. oleic acid, 
alkanethiols, etc.) bound to the surface (Figure 3.1a). Elegant precision and control over colloidal 
nanocrystal size, shape, and composition has now become commonplace and is summarized in a 
number of reviews.28-31 Colloidal nanocrystal-based materials have received attention for a wide 
range of applications spanning photovoltaics,32, 33 light-emitting diodes,34, 35 thermoelectrics,36-38 
thermal storage,39-41 and electronics.42, 43 In contrast, the use of colloidal nanocrystals for phononic 
crystals has received very limited attention.44, 45 The diameter of a colloidal nanocrystal core is 
typically controlled to be between ~ 2 – 15 nm, which overlaps nicely with the necessary length-
scales needed to achieve phononic band gaps in the 101 – 102 GHz frequency range. In addition, 
van der Waals interactions between the nanocrystal ligand molecules facilitate the self-assembly 
of colloidal nanocrystals into periodic three-dimensional arrays.46, 47 Analogous to the atomic 
lattice of a crystal, the colloidal nanocrystal community refers to these assemblies as “nanocrystal 
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superlattices.” These superlattices are a natural 
choice for phononic crystals because their periodic 
nanocrystal cores and ligand matrix can function as 
the two components of a phononic crystal (Figure 
3.1b). In addition to having high band gap center 
frequencies due to small-scale periodicity, colloidal 
nanocrystal superlattices should also have wide band 
gaps due to the acoustic contrast between the hard 
inorganic nanocrystal cores and the soft ligand 
matrix.  

In this work, we use plane wave expansion 
(PWE) techniques to model the phonon band 
structure of colloidal nanocrystal superlattices and 
explore their potential as phononic crystals. Our 
modeling demonstrates that superlattices can have 
phononic band gaps with center frequencies on the 
order of ~ 102 GHz and band gap widths on the 
order of ~ 101 GHz. We also systematically vary 
nanocrystal core diameter, d, nanocrystal core elastic 
modulus, ENC, interparticle distance (i.e., ligand 
length), L, and ligand elastic modulus, Eligand, and 
report on the corresponding effects on the phonon 
band structure. Our modeling shows that the band 
gap center frequency increases as the d and L are 
decreased, or as ENC Core and Eligand are increased. 
The band gap width behaves non-monotonically 
with d, L, ENC Core, and Eligand, and intercoupling of 
these variables can eliminate the band gap. Lastly, 
we observe multiple phononic band gaps in many 
superlattices and find a correlation between an 
increase in the number of band gaps and increases in 
d and ENC Core. We find that increases in the property 
mismatch between phononic crystal components (i.e., d/L and ENC Core/Eligand) flattens the phonon 
branches and is a key driver in increasing the number of phononic band gaps.  

 
3.2. Methodology 

Calculating the phonon band structure requires solving for the phononic crystal’s normal 
modes of vibration and determining their corresponding characteristic frequencies. This is often 
accomplished using finite difference time domain methods,48-50 finite element methods,45, 51, 52 
plane wave expansion (PWE) methods,53-55 and combined molecular dynamics - lattice dynamics 
approaches.44, 56, 57 We utilize the PWE method to determine the phonon band structure in this 
paper. The PWE method’s chief strength is that in-house codes that are computationally 
inexpensive and adaptable to parallel computation can be written with relative ease. This enables 
users to achieve maximum control over their computational goals. While many commercial finite 
element method packages are available, computational flexibility is lost when using these 
packages. Although molecular dynamics and finite difference time domain methods are also 
powerful approaches, they suffer from being computationally expensive. 

In the PWE method, the elastic wave equation is converted into an eigenvalue/eigenvector 
problem by utilizing the periodicity of the lattice and Bloch’s theorem.58 Since the eigenvectors 
and eigenvalues correspond to the phonon wave vectors, k, and angular frequencies, ω, the PWE 
method directly yields the phonon band diagram. Our implementation of the PWE method follows 
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the procedure described by Economou and Sigalas.53, 59 We begin with the elastic wave equation 
in three dimensions for a locally isotropic medium: 
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where t is time, i and l are indices (1, 2, or 3), and 𝑢!, 𝑢!, 𝑥!  and 𝑥!  are the Cartesian components of 
the displacement vector, 𝒖(𝒓), and position vector,  𝒓, respectively. The spatially varying density, 
first Lamé coefficient, and second Lamé coefficient are represented by   𝜌(𝒓), 𝜆 𝒓   and 𝜇 𝒓 , 
respectively. Since phononic crystals are periodic, the local material properties are also periodic 
and can be expressed using a spatial Fourier series for the primitive unit cell. 
 

 𝜌 𝒓 = 𝜌𝑮𝑒!𝑮∙𝒓𝑮  (2a) 
 𝜆 𝒓 = 𝜆𝑮𝑒!𝑮∙𝒓𝑮  (2b) 
 𝜇 𝒓 = 𝜇𝑮𝑒!𝑮∙𝒓𝑮  (2c) 
 

where G is a reciprocal lattice vector, j is the imaginary unit, and subscript G refers to the Gth 
Fourier component of the indicated property. Since all of the coefficients in the elastic wave 
equation are periodic, we can employ Bloch’s theorem to write: 
 

 𝒖 𝒓 = 𝑢𝒌 𝒓 𝑒!𝒌⋅𝒓 = 𝑢𝒌!𝑮𝑮 𝑒!(𝒌!𝑮)⋅𝒓 (3) 
 

which has plane wave solutions in the form of: 
 

 𝑢 = 𝑒!(𝒌⋅𝒓!!") (4) 
 

Equations 1 – 4 can be combined to yield the following eigenvalue problem:53 
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where ko is a wave vector, 𝑮,𝑮! and 𝑮!! are reciprocal lattice vectors, and i, l, and n are indices 
that vary between 1, 2, and 3. If the dimensions and mechanical properties of a phononic crystal’s 
constituent phases are specified, Equation 5 can be rewritten in matrix form and solved to obtain 
the eigenfrequencies, ω, of the eigenvector, ko. Varying ko throughout the Brillouin zone then 
allows the phonon band diagram to be mapped out. Whereas the above equations are written in 
terms of λ and µ, experimental measurements on the mechanical properties of nanocrystal 
superlattices have generally been reported in terms of the bulk modulus, B, and elastic modulus, 
E.60-62 If Poisson’s ratio, ν, is known, then bulk moduli can be converted into elastic moduli. In 
addition, the mechanical property set of E and υ can be transformed into λ and µ via the following 
relations:63 
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To apply the PWE method to colloidal nanocrystal 
superlattices we consider the nanocrystal cores and 
nanocrystal ligands as the two components of a phononic 
crystal (i.e. a periodic arrangement of inorganic spheres 
embedded in ligand matrix). We focus our modeling effort 
on face-centered-cubic lattices because this is the 
arrangement that colloidal nanocrystal superlattices most 
commonly adopt.61 Figure 3.2 illustrates the conventional 
unit cell, primitive unit cell, and first Brillouin zone of a 
face-centered cubic lattice with nanocrystal diameter, d, 
interparticle distance, L, and lattice constant, a. 

Of the many varieties of colloidal nanocrystal 
superlattices, the most complete set of experimentally 
measured mechanical properties correspond to superlattices 
consisting of PbS nanocrystals with oleic acid ligands.60-62 
Consequently we initiate our phonon band diagram 
discussion on this particular superlattice (Figure 3.3), and 
use input values of interparticle distance, L = 1.5 nm, 
nanocrystal core elastic modulus, ENC core = 54 GPa, ligand 
matrix elastic modulus, Eligand = 2.6 GPa, nanocrystal core 
density, ρNC core = 7600 kg/m3, ligand matrix density, ρligand = 
895 kg/m3, nanocrystal core Poisson’s ratio, νNC core = 1/3, 
and ligand matrix Poisson’s ratio, νligand = 1/3. Unless 
otherwise stated, these parameters are used in all of this 
paper’s calculations.  

Since the PWE method assumes that the phonon medium 
can be treated as a continuum, there is a maximum 
frequency and minimum length scale for which it is valid. 
Past studies have shown that continuum methods can 
reasonably predict phonon band structures up to a frequency 
of ~ 1 THz.64, 65 To stay well below this threshold, we limit 
our model to frequencies ≤ 500 GHz. Furthermore, the 
shortest phonon wavelength considered in our calculations is 
37.9 Å (this corresponds to the W point in the Brillouin zone 
for a nanocrystal core diameter of 2 nm and interparticle 
distance of 1 nm). This phonon wavelength is an order of 
magnitude larger than typical interatomic distances and represents a reasonable threshold for 
applying continuum approximations. Our use of the elastic wave equation implicitly assumes that 
the mechanical response of the material is within the linear regime, which means that our model 
only considers small vibrational wave amplitudes. The PWE method also uses periodic boundary 
conditions, which is equivalent to having perfect superlattice order. The primary effect of 
superlattice disorder would be to introduce phonon scattering sites and/or localized phonons (i.e. 
phonons that are not plane waves) that are not captured in the band diagram. In addition to the 
physical approximations of our methodology, numerical accuracy of our code is also important. 
To confirm our accuracy, we have checked it for computational convergence and benchmarked it 
against other PWE results in the literature. 

 
3.3. Results and Discussion 

Figure 3.3 shows the phonon band diagram for a superlattice consisting of PbS nanocrystals 
with oleic acid ligands and illustrates that these materials can have wide phononic band gaps with 
center frequencies in the 100 GHz-range. Phononic crystals with 3-dimensional periodicity 
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commonly have band gaps that exist only along 
particular crystallographic directions. A band gap 
that exists in every direction is less common and 
is referred to as an “absolute” or “complete” band 
gap.66 Figure 3.3 shows that the PbS nanocrystal 
– oleic acid ligand superlattice exhibits this less 
common feature. The phonon branches that 
intersect the Γ point at the origin are known as 
“acoustic” branches whereas those that intersect 
the Γ point at non-zero frequency are known as 
“optical” branches. These branches appear in 
groups of three due to the three mechanical 
degrees of freedom. In typical atomic crystals 
(e.g. bulk GaP, AlAs, GaSb, etc.), the band gap 
commonly resides in between the acoustic 
phonon branches and the first set of optical 
branches. In contrast, the phononic band gap in 
the nanocrystal superlattice falls in between the 
first and second set of optical branches. 
Accompanying this band gap characteristic is a 
strong frequency overlap between the first set of 
optical phonon branches and the acoustic 
branches. This frequency overlap creates a large 
phase space for phonon-phonon scattering 
processes that satisfy scattering selection rules 
(i.e., conservations of energy and crystal 
momentum). This large phase space in turn 
creates opportunities for fast energy transfer 
between acoustic and optical phonons. 
Furthermore, since optical phonons interact with 
light and acoustic phonons do not, this frequency 
resonance between the optical and acoustic 
phonons suggests that fast energy transfer 
between photons and acoustic phonons can occur in nanocrystal superlattices.  

We next discuss the effect of changing the nanocrystal core diameter, interparticle distance, 
and colloidal nanocrystal mechanical properties on the phonon band structure. In principle, there 
are eight phononic crystal variables, d, L, ENC core, Eligand, ρNC core, ρligand, νNC core, and νligand. We vary 
the nanocrystal core through a typical colloidal nanocrystal diameter range of 2 – 15 nm. The 
interparticle distance in a nanocrystal superlattice is controlled by the organic ligands on the 
nanocrystal core surface. These ligands are typically small organic molecules such as oleic acid 
and alkanethiols. Consequently we vary the interparticle distance and matrix elastic modulus from 
1 – 3 nm and 1 – 8 GPa, respectively, which are ranges that are representative of typical organic 
ligands. Since a very wide variety of nanocrystal core compositions are possible,28-31 we vary the 
elastic modulus of the nanocrystal core over a large range of 10 – 1250 GPa. We found that 
varying Poisson’s ratio had only a minor effect on the phononic band gap characteristics, and we 
therefore leave out discussion of this parameter. Inspection of Equations 5 and 6 reveal that 
density only shows up as a denominator for the elastic modulus and Poisson’s ratio (i.e. E/ρ and 
ν/ρ). Since Poisson’s ratio has only a minor effect on the band gap characteristics, the effect of 
varying density can be inferred by rescaling our results for varying elastic modulus. Phononic 
crystals are often described in terms of their volume fraction of matrix inclusions, which in our 
case corresponds to the nanocrystal core volume fraction. Since our calculations vary both 
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nanocrystal core diameter and interparticle 
distance (which is directly related to ligand 
length, see Figure 3.1), our calculations 
implicitly span a nanocrystal core volume 
fraction range of 4.7% to 61.0%. Lastly, we note 
that in some cases we observe multiple phononic 
band gaps were observed (see below); however, 
the most prominent band gap is the gap occurring 
between the first and second set of optical 
branches. Unless otherwise stated, the following 
discussion focuses on this band gap.  

Figures 3.4a shows that decreasing the 
nanoparticle diameter and/or interparticle 
distance increases the center frequency of the 
band gap. This behavior arises because the center 
frequencies of phononic band gaps correspond to 
wavelengths that satisfy the Bragg condition (i.e., 
constructive interference of scattered waves from 
a periodic medium). Decreasing the nanoparticle 
diameter and/or interparticle distance decreases 
the unit cell length, which decreases the Bragg 
wavelength and increases the center frequency. 
The impact of changing interparticle distance on 
the center frequency is most pronounced at 
smaller nanoparticle diameters. This is because 
interparticle distance changes lead to large 
relative changes in unit cell sizes in this diameter 
regime. For large nanoparticle diameters, the 
effect of interparticle distance on center 
frequency is small because the unit cell size is 
dominated by the nanoparticle diameter. The 
band gap width can go to zero when combining 
small nanocrystal diameters with large 
interparticle distances and so we do not plot 
center frequencies in these instances (Figure 
3.4a).  

As the elastic modulus of the ligand matrix or 
nanocrystal core is increased, the center 
frequency of the phononic band gap increases 
monotonically (Figure 3.4b and 3.4c). Although 
the band gap center frequency increases in all 
cases, the magnitude of this increase is size dependent and depends on whether the modulus of the 
nanocrystal core or ligand matrix is changing. The ligand modulus has the greatest impact on the 
band gap center frequency at small nanoparticle diameters (Figure 3.4b). This is intuitive because 
the ligands make up the greatest fraction of the unit cell when the nanoparticle diameters are 
small. Analogously, the nanocrystal core modulus has the greatest impact at large nanoparticle 
diameters because this is when the nanocrystal cores make up the largest fraction of the unit cell 
(Figure 3.4c). Notably the band gap disappears at large diameters when the nanocrystal core 
modulus is very soft or very hard. For example, we do not observe band gaps above 9 and 13 nm 
diameters for nanocrystal core moduli of 1250 and 10 GPa, respectively.  
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The acoustic contrast between the soft ligand 
matrix and hard nanocrystal cores leads to large 
band gap widths of up to ~ 130 GHz for 2 nm 
diameters and 1 nm interparticle distances 
(Figure 3.5a). Interestingly, we observe a non-
monotonic relationship between band gap width 
and nanoparticle diameter. The band gap width 
first rises with increasing diameter, reaches a 
maximum value at a critical diameter, dcrit, and 
then decreases. One implication of this non-
monotonic behavior is that not all colloidal 
nanocrystal superlattices will have phononic band 
gaps. For example, our model predicts the 
absence of a phononic band gap for nanocrystal 
diameters below 4 nm with an interparticle 
distance of 3.0 nm.  

The combined effects of d, L, Eligand, and ENC 

core on phononic band gap width can be visualized 
in Figures 3.5a, 3.5b, and 3.5c. These figures 
collectively reveal an intricate and rich behavior 
between these parameters and phononic band gap 
width. This behavior is best visualized in Figure 
3.5c, which shows the relationship between 
phononic band gap width and nanocrystal core 
diameter for a large range of ENC core, 10 – 1250 
GPa. In addition to an increasing band gap width 
below dcrit and a decreasing band gap width 
above dcrit, a second non-monotonic behavior is 
observed in Figure 3.5c. For nanocrystal core 
diameters 4 nm and larger, we see that the band 
gap width first increases with increasing ENC Core, 
reaches a maximum, and then decreases with 
increasing ENC Core. For example, nanocrystal core 
diameters of 8 nm have an increasing band gap 
width for 10 GPa < ENC Core < 170 GPa and 
decreasing band gap width for 170 GPa < ENC Core 
< 1250 GPa. This behavior causes the right sides 
of the curves in Figure 3.5c to first sweep 
diagonally up and then sweep diagonally down as 
ENC Core is changed from 10 to 1250 GPa. A 
similar, but subtler behavior can be seen in Figures 3.5a and 3.5b. The subtlety of this behavior 
for changes in L and Eligand in Figure 3.5 arises because these parameters span a more narrow 
range than ENC Core. 

The fact that band gap width increases, reaches a maximum, and then decreases as d, L, Eligand, 
and ENC core are varied suggests that these four parameters impact band gap width in similar 
manners. This type of behavior has also been observed by Zanjani and Lukes,45 who found that as 
interparticle distance increased, the phononic band gap width increased, reached a maximum, and 
then decreased. They explained the origin of this behavior by studying the Bragg frequencies of 
each phononic crystal component and utilizing a transfer matrix model. Their modeling found that 
as the Bragg frequency mismatch between the two components increased, the band gap first 
widened, then reached a maximum at moderate Bragg frequency separation, and then narrowed. 
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Since Bragg frequency is proportional to the square root of elastic modulus and inversely 
proportional to length, this Bragg frequency explanation can also explain our observed effects of 
elastic modulus on phononic band gap width. The four parameters varied in Figure 3.5, d, L, 
Eligand, and ENC core, all have similar effects on the band gap width because each parameter has a 
role in determining the overall Bragg frequency mismatch between the nanocrystal cores and 
ligand matrix. In effect, the band gap width data in Figure 3.5 represents slices of a surface in a 4-
dimensional space (i.e. d, L, Eligand, and ENC core).  

In many instances, we observe multiple band gaps in the phonon band diagram (Figures 3.6 
and 7). The band gap between the first and second set of optical branches tends to be the widest 
and higher frequency band gaps tend to be much more narrow. Our data also shows a correlation 
between increases in nanocrystal core diameter and the number of band gaps (Figures 3.6a and 
3.6c) and increases in the nanocrystal core elastic modulus and the number of band gaps (Figures 
3.6b and 3.6d). The origins of these correlations can be explained by observing the band diagram 
characteristics for changes in nanocrystal core diameter (Figures 3.7a – 3.7c) and nanocrystal core 
elastic modulus (Figures 3.7d – 3.7f). It is well known that increasing property mismatches causes 
flattening of the phonon dispersion branches.67 The effects of increasing nanocrystal core 
diameter and increasing nanocrystal core elastic modulus are to increase mismatch with the ligand 
matrix (i.e. d / L and ENC core / Eligand increase). As the phonon branches flatten, this leads to more 
opportunities to form phononic band gaps and hence we observe a correlation between an increase 
in the number of band gaps and an increase in nanocrystal core diameter and elastic modulus.  
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Another notable effect of changing nanocrystal core diameter and elastic modulus on the 
phonon band diagram is a re-scaling of the frequencies. While this frequency re-scaling leads to 
meaningful changes in the phonon band structure, its effects on the number of observed band gaps 
are artificial in nature. When downshifting the frequencies, one effect is the appearance of 
seemingly more phonon branches. However this apparent effect originates from our maximum 
frequency limitation of 500 GHz due to the continuum nature of our PWE model. These “new 
branches” are simply shifting from frequencies above 500 GHz to frequencies below 500 GHz. 
Another effect of this frequency re-scaling is the potential to flatten bands as the frequencies are 
downscaled. While one might assume that this frequency re-scaling could be the origin of band 
flattening described in the above paragraph, it should be noted that band flattening due to 
frequency re-scaling and band flattening due to property mismatches are independent effects. This 
is evident when inspecting Figure 3.7f, which simultaneously has the flattest optical bands and the 
least frequency downscaling.  
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3.4. Conclusions 

The results in this work illustrate that colloidal nanocrystals are excellent candidates for the 
bottom-up assembly of 3-dimensional phononic crystals. The nanoscale periodicity and acoustic 
contrast between the hard nanocrystal cores and soft ligand matrix lead to phononic band gaps 
with center frequencies on the order of ~ 102 GHz and band gap widths on the order of ~ 101 GHz. 
In addition, these characteristics can be tuned by changing the nanocrystal core diameter, 
nanocrystal core elastic modulus, interparticle distance, and ligand modulus. These results suggest 
that colloidal nanocrystal superlattices are promising candidates for use in high frequency 
phononic crystal applications that exert control over sound and heat. 
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